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#### Abstract

Many efforts have been done in the last decade to model public transport timetables in a graph theoretical framework. The aim is to represent a timetable as a graph so that an optimal route or itinerary is found by computing afterwards a shortest path in such a graph. One of the most used models is the so called time-expanded graph model. Its main drawback is that if the timetable changes (e.g., due to a delay occurring in the network), the graph needs to be topologically updated. In this paper we propose a new model to represent the timetable of a public transportation system as a graph. Its main advantage is that it can be efficiently updated after a change in the timetable. In fact, it is based on a compact representation that allows us to update the graph by changing only few arc weights and does not require any topological modification. We also conduct a comparative experimental study on realworld timetables to assess the efficiency and practical applicability of the new model against the classical and the reduced time-expanded models. The experiments show that the new model outperforms the other two models in query and update times and also in space requirements.


## 1 Introduction

Computing the best route in a public transportation system is a problem faced by everybody who ever traveled. Nowadays, public transportation companies have on-line journey planners which are able to answer to queries like "What is the best route from some station $A$ to some other station $B$ if I want to depart at time $t$ ?". Usually the best route is the one that minimizes either the traveling

[^0]time (earliest arrival time problem) or the number of times that a passenger has to move from one train to another one (minimum number of transfers problem). In order to answer to such queries, the journey planners store the vehicle (trains, buses, ferries, etc.) timetables as a graph and execute a shortest path algorithm to compute the optimal route. In the literature (see e.g., [17]) there exist two main approaches to model timetables: the time-expanded and the time-dependent model. The former model explicitly represents each time event (departure or arrival) in the timetable as a node. The arcs of the graph represent elementary connections between two events (a train that connects the two events without stops in between) or waiting within stations, and their weights usually represent the time difference between the corresponding events. The latter model represents each station as a node and there is an arc between two nodes if there exists at least one elementary connection between the two stations represented by such nodes. The weight of an arc is time-dependent, i.e., it is a function that depends on the time at which a particular arc is scanned during the shortest path search. Both time-expanded and time-dependent models exist in two flavors: the basic and the realistic model [17]. The latter introduces some additional constraints to take into account the time required by a passenger for moving from one train to another one within a station (transfer time). In this paper we focus only on realistic models.

As it turns out, the time-expanded model yields a graph with a larger number of nodes and arcs and thus larger query times. On the other hand, the timedependent model makes difficult to incorporate additional constraints such as, e.g., the transfer times. A variant of the realistic time-expanded model, called reduced time-expanded model has been proposed in [17], having a smaller number of nodes and arcs. All the above models are not suitable to incorporate dynamic changes in the timetables. In fact, if the time of some connections changes (due to, e.g., the delay of a train), the graphs do not properly represent the modified timetables and hence the computed route could be not optimal or even not feasible. Updating the graphs according to the modification in the timetable is time-consuming and in many cases it requires topological changes of the graph (i.e., arc or node additions and deletions) $[8,16]$.

In the last years, a large number of speed-up techniques have been devised to heuristically speed up Dijkstra's algorithm (see [1] for an overview). Most of them are based on the pre-computation of additional information that can be effectively used to answer queries. However, these techniques are mainly focused on finding optimal routes on road networks and adapting them to the case of graphs representing timetable information does not yield the same query speedup [2,9]. In particular, in [9] the authors propose a modification of the realistic time-expanded model, and give an experimental evaluation of various speed-up techniques on this new model, by showing that it harmonizes well with known speed-up techniques. In any case, the above speed-up techniques are not able to handle possible changes in the timetables. Since they are based on a preprocessing of the graph, the timetable modification can cause the complete recomputation from-scratch of the preprocessed information that usually requires
long computational time. On the other hand, some dynamic speed-up techniques have been proposed for road networks which allow to handle the dynamic weight updates $[3,6,10,11,19,20]$.

Our main contribution in this work is a new time-expanded model for representing timetable information, called dynamic timetable model (dynTM), that reduces the number of changes needed in the graph as a consequence of a timetable modification. dynTM does not require any topological change and updates only few arc weights. At the same time, dynTM is not based on time-dependent arcweights, thus allowing to easily incorporate realistic constraints. Moreover, our model yields a smaller number of nodes and arcs compared to the realistic and the reduced time-expanded models [17], and therefore, a smaller query time.

Our second contribution is an experimental assessment of the effectiveness of dynTM. Except for implementing dynTM and its algorithms, we provided new implementations of the realistic and reduced time-expanded model along with a simplified and optimized version of the update routine in [8] for handling delays using the dynamic graph structure in [15]. We conducted a comparative experimental study of all these implementations on several European public transportation timetables. Our study shows that dynTM requires negligible update time after the occurrence of a delay, which is always smaller than that required by the other models. Moreover, the time required by dynTM to answer to a timetable query is almost always smaller than that required by the realistic and reduced time-expanded models and comparable to that required by the time-dependent one. Finally the experiments confirm that the space required by dynTM is smaller than that required by the other models. We believe that the efficiency of the query phase along with the simplicity of the graph updates make our model suitable for use in combination with several dynamic speed-up techniques.

## 2 Preliminaries

A timetable consists of data concerning: stations, trains connecting stations, and departure and arrival times of trains at stations. More formally, a timetable $\mathcal{T}$ is defined by a triple $\mathcal{T}=(\mathcal{Z}, \mathcal{B}, \mathcal{C})$, where $\mathcal{Z}$ is a set of trains, $\mathcal{B}$ is a set of stations, and $\mathcal{C}$ is a set of elementary connections whose elements are 5 -tuples of the form $c=\left(Z, S_{d}, S_{a}, t_{d}, t_{a}\right)$. Such a tuple is interpreted as $\operatorname{train} Z \in \mathcal{Z}$ leaves station $S_{d} \in \mathcal{B}$ at time $t_{d}$, and the immediately next stop of train $Z$ is station $S_{a} \in \mathcal{B}$ at time $t_{a}$. If $x$ denotes a tuple's field, then the notation $x(c)$ specifies the value of $x$ in the elementary connection $c$ (e.g., $t_{d}(c)$ denotes the departure time in $\left.c\right)$. The departure and arrival times $t_{d}(c)$ and $t_{a}(c)$ of an elementary connection $c$ within a day are integers in the interval $\{0,1, \ldots, 1439\}$ representing time in minutes after midnight. We assume that $|\mathcal{C}| \geq \max \{|\mathcal{B}|,|\mathcal{Z}|\}$, as we do not consider trains and stations that do not take part to any connection.

Given two time instants $t_{1}, t_{2}$, we denote by $\Delta\left(t_{1}, t_{2}\right)$ the time that passes between them, assuming that $t_{2}$ occurs after $t_{1}$, i.e $\Delta\left(t_{1}, t_{2}\right)=t_{2}-t_{1}(\bmod$ 1440). The length of an elementary connection $c$, denoted by $\Delta(c)$, is the time
that passes between the departure and the arrival times of $c$ assuming that $c$ lasts for less than 24 hours, i.e $\Delta(c)=\Delta\left(t_{d}(c), t_{a}(c)\right)$.

Given an elementary connection $c_{1}$ arriving at station $S$ and an elementary connection $c_{2}$ departing from the same station $S$, if $Z\left(c_{1}\right) \neq Z\left(c_{2}\right)$, it is possible to transfer from $Z\left(c_{1}\right)$ to $Z\left(c_{2}\right)$ only if the time between the arrival and the departure at station $S$ is larger than or equal to a given, minimum transfer time, denoted by transfer $(S)$. We assume that $\operatorname{transfer}(S)<1440$, for each $S \in \mathcal{B}$. An itinerary in a timetable $\mathcal{T}$ is a sequence of elementary connections $P=\left(c_{1}, c_{2}, \ldots, c_{k}\right)$ such that, for each $i=2,3, \ldots, k, S_{a}\left(c_{i-1}\right)=S_{d}\left(c_{i}\right)$ and

$$
\Delta\left(t_{a}\left(c_{i-1}\right), t_{d}\left(c_{i}\right)\right) \geq \begin{cases}0 & \text { if } Z\left(c_{i-1}\right)=Z\left(c_{i}\right) \\ \operatorname{transfer}\left(S_{a}\left(c_{i-1}\right)\right) & \text { otherwise }\end{cases}
$$

We say that the itinerary starts from station $S_{d}\left(c_{1}\right)$ at time $t_{d}\left(c_{1}\right)$ and arrives at station $S_{a}\left(c_{k}\right)$ at time $t_{a}\left(c_{k}\right)$. The length $\Delta(P)$ of an itinerary $P$ is given by the sum of the lengths of its elementary connections, $\Delta(P)=\sum_{i=1}^{k} \Delta\left(c_{i}\right)$.

A timetable query is defined by a triple $\left(S, T, t_{S}\right)$ where $S \in \mathcal{B}$ is a departure station, $T \in \mathcal{B}$ is an arrival station and $t_{S}$ is a minimum departure time. There are two natural optimization criteria that are used to answer to a timetable query. They consist in finding an itinerary from $S$ to $T$ which starts at a time after $t_{S}$ with either the minimum arrival time or the minimum number or train transfers. Such two criteria define the following two optimization problems ([17]):

- The Earliest Arrival Problem (EAP) is the problem of finding an itinerary from $S$ to $T$ which starts at a time after $t_{S}$ and has the minimum length. We assume that $\Delta(P)<1440$ for any minimum-length itinerary $P$.
- The Minimum Number of Transfers Problem (MNTP) is the problem of finding an itinerary from $S$ to $T$ which starts at a time after $t_{S}$ and has as few transfers from a train to another one as possible.


## 3 Realistic time-expanded model and delay handling

In the realistic time-expanded model [17] a timetable is modeled as a directed graph, the realistic time-expanded graph, as follows: for each elementary connection one departure and one arrival node are created and a connection arc is inserted between them. For each departure event, one transfer node is created which connects to the respective departure node by a transfer-departure arc having weight 0 . This is done to model transfers within stations. Given a node $u, t(u)$ denotes the time-stamp of $u$ with respect to the original timetable. To ensure a minimum transfer time at a station $S$, an arrival-transfer arc from each arrival node $u$ is inserted to the smallest (considering time) transfer node $v$ such that $\Delta(t(u), t(v)) \geq \operatorname{transfer}(S)$.

To ensure the possibility to stay in the same train when passing through a station, an additional arrival-departure arc is created which connects the arrival node with the appropriate departure node belonging to this same train.

Further, to allow transfers to an arbitrary train, transfer nodes are ordered nondecreasing. Two adjacent nodes (w.r.t. the order) are connected by an arc from the smaller to the bigger node. To allow transfers over midnight, an overnightarc from the biggest to the smallest node is created. For each arc $e=(u, v)$ in the time-expanded graph the weight $w(e)$ is defined as the time difference $\Delta(t(u), t(v))$. Hence, for each path from a node $u$ to another node $v$ in the graph, the sum of the arc weights along the path is equal to the time difference $\Delta(t(u), t(v))$. Storing this graph requires $O(|\mathcal{C}|)$ space, as it has $n=3|\mathcal{C}|$ nodes and $4|\mathcal{C}| \leq m \leq 5|\mathcal{C}|$ arcs.

Given a realistic time-expanded graph $G=(V, E)$ and a timetable query $\left(S, T, t_{S}\right)$, the earliest arrival problem can be solved in the realistic time-expanded graph by finding a shortest path from $s$ to $t$, where $s$ is the transfer node with the smallest time-stamp within $S$ such that $t(s) \geq t_{S}$ (or, if no such node exists, $s$ is the node among the transfer nodes of $S$ such that $t(s)$ is minimum), and $t$ is an arrival node within $T$ with minimum distance to $s$ (i.e. the first node of $T$ extracted from the Dijkstra's queue).

The realistic time-expanded graph can be used to solve also MNTP. In fact, it is enough to modify the weight function of the graph by setting a weight of 1 to any arc that models a transfer in a station and a weight of 0 to any other arc. In particular, the weights of all the incoming arcs of transfer nodes which come from an arrival node are set to 1. In Appendix A we give an example of a timetable and the corresponding realistic time-expanded graph.

Handling delays and the reduced time-expanded model. A simple approach for handling delays in the realistic time-expanded model was proposed in [8]. When a a train is delayed, the arcs of the time-expanded model within the affected stations have to be updated. The update routine consists of three steps: (i) Update the weight of the connection arc corresponding to the incoming delayed train. (ii) Update the weights of arrival-transfer and transfer-departure arcs at all subsequent stations through which the delayed train passes. (iii) Check for every updated arrival-transfer arc whether the update still yields valid transfer times, i.e., the arc weight is still bigger than the transfer time for this station; if not, then the arc has to be re-wired. More details on the update routine are provided in Appendix A.

In this work, we have further engineered, simplified and optimized the realistic time-expanded model as well as the aforementioned update routine. In particular, we adopted a heuristic approach introduced in [17] called reduced (realistic) time-expanded model and removed the transfer nodes and the transfer-departure arcs. The arrival nodes are connected directly to the departure nodes, and the transfer arcs connect now successive (in departure time) departure nodes. This results in a reduction in the graph size by $|\mathcal{C}|$ nodes and $|\mathcal{C}|$ arcs, and therefore in a shorter traversal time within the graph.

The update routine in case of delays is engineered, simplified, and optimized as follows (see Appendix A for an illustration). When an update is performed, we reorder the departure nodes, in ascending order of (departure) time. Depending on the magnitude of the delay, there can be at least one arrival node that should
be linked with a new earliest departure node. This requires a modification on the topology of the realistic time-expended graph, in order to remain valid. The affected arcs are those having tail the delayed arrival node, head the delayed departure node (if the train continues its travel to another station) and head the new successor departure node of the delayed departure node. To maintain the invariant of keeping the departure nodes ordered according to time, we have to move the delayed departure node in its proper position (in a way similar to moving a node from one location to another in a linked list), and then we only need to link the arrival tail nodes with the proper earlier departure nodes so that transfer times within the station are respected. Alongside we update the arcs with the new correct weights. This operation requires only changing the node pointers of the arcs and the weights, which minimizes the update cost, and in contrast to the original approach it keeps the number of the arcs constant. The only disadvantage is that the departure nodes may now be not optimally sorted within the memory blocks and hence deteriorate the locality of references. In order to reduce the consequent impact on the performance of the query time, we initially group and pack together in memory all the departure nodes for each station.

## 4 The dynamic timetable model

In this section, we describe our new approach, called dynamic timetable model (dynTM for short), to solve the EAP and the MNTP problems. In Appendix B we show our approach by means of the same example used in the previous section.
Timetable model. Given $\mathcal{T}=(\mathcal{Z}, \mathcal{B}, \mathcal{C})$, we define a directed graph $G=(V, E)$ called dynamic timetable graph and a weight function $w: E \rightarrow \mathbb{N}$ as follows.

- For each station $S$ in $\mathcal{B}$, a node $s_{S}$, called switch node of $S$, is added to $V$;
- For each elementary connection $c=\left(Z, S_{d}, S_{a}, t_{d}, t_{a}\right) \in \mathcal{C}$ a node $d_{c}$, called departure node of $c$, is added to $V$ and an $\operatorname{arc}\left(d_{c}, s_{S_{a}}\right)$ of $c$, called connection arc, connecting $d_{c}$ to the switch node $s_{S_{a}}$ of $S_{a}$ is added to $E$;
- For each elementary connection $c=\left(Z, S_{d}, S_{a}, t_{d}, t_{a}\right) \in \mathcal{C}$ an $\operatorname{arc}\left(s_{S_{d}}, d_{c}\right)$, called switch arc, connecting the switch node $s_{S_{d}}$ of the departure station $S_{d}$ to the departure node $d_{c}$ of $c$ is added to $E$;
- For each train $Z \in \mathcal{Z}$ which travels through the itinerary $\left(c_{1}, c_{2}, \ldots, c_{k}\right)$, an arc, called train arc, connecting the departure node $d_{c_{i}}$ of $c_{i}$ with the departure node $d_{c_{i+1}}$ of $c_{i+1}$ is added to $E$, for each $i=1,2, \ldots, k-1$.

For each connection $\operatorname{arc}\left(d_{c}, s_{S_{a}}\right), w\left(d_{c}, s_{S_{a}}\right)=\Delta\left(t_{a}(c), t_{d}(c)\right)$. For each train arc $\left(d_{c_{i}}, d_{c_{i+1}}\right), w\left(d_{c_{i}}, d_{c_{i+1}}\right)=\Delta\left(t_{d}\left(c_{i}\right), t_{d}\left(c_{i+1}\right)\right)$. The weight of each switch arc is set to infinity. Moreover, for each switch node $s_{S}$, we maintain the station $S$ it is associated with and for each departure node $d_{c}$, we maintain the departure time $t_{d}(c)$ and the train $Z(c)$ of connection $c$ which $d_{c}$ is associated with.

The graph is stored by using a forward-star representation where, for each switch node $s_{S}$, the switch $\operatorname{arcs}\left(s_{S}, d_{c}\right)$ outgoing from $s_{S}$ are sorted according
to the arrival time $t_{a}(c)$ of the elementary connection $c$ associated with node $d_{c}$, in non-decreasing order.

The above data structure requires $O(|\mathcal{C}|)$ space as it needs to store a graph with $n=|\mathcal{B}|+|\mathcal{C}|$ nodes and $m \leq 3|\mathcal{C}|$ arcs. The additional information requires $O(|\mathcal{B}|)$ space for the station stored at each switch node and $O(|\mathcal{C}|)$ space for the information stored at each departure node. We recall that $|\mathcal{C}| \geq \max \{|\mathcal{B}|,|\mathcal{Z}|\}$.
Timetable queries. An EAP query $\left(S, T, t_{S}\right)$ is answered by executing a modified Dijkstra's algorithm in $G$ starting from the switch node $s_{S}$ of $S$.

We use of a vector of flags $D_{S}$ for each switch node $s_{S}$. The size of $D_{S}$ is given by the number of stations $S^{\prime}$ such that there exists an elementary connection departing from $S$ and arriving at $S^{\prime}$. We denote the element of $D_{S}$ associated to $S^{\prime}$ as $D_{S}\left[S^{\prime}\right]$. Initially, all the flags of $D_{S}$ are set to false, for each $S \in \mathcal{B}$.

When a switch node $s_{A}$ is inserted or decreased in the Dijkstra's queue during a relaxation step, the algorithm maintains, along with the distance to $s_{A}$, also the connection $c^{\prime}$ such that the $\operatorname{arc}\left(d_{c^{\prime}}, s_{A}\right)$ is the one that has been relaxed. We assume that the switch node $s_{S}$ of the departure station $S$ is inserted in the queue at the initialization step with distance 0 and connection $c^{\prime}$ such that $t_{d}\left(c^{\prime}\right)+w\left(d_{c^{\prime}}, s_{S}\right)=t_{S}$. Moreover we set transfer $(S)=0$.

Let us consider the time when a switch node $s_{A}$, associated with station $A \in$ $\mathcal{B}$, is extracted from the Dijkstra's queue. Let $\operatorname{dist}\left(s_{S}, s_{A}\right)$ be the distance from $s_{S}$ to $s_{A}$ extracted from the queue and let $c^{\prime}$ be the elementary connection associated with $\operatorname{dist}\left(s_{S}, s_{A}\right)$. The value of $\operatorname{dist}\left(s_{S}, s_{A}\right)$ corresponds to the minimum time required to reach station $A$ from station $S$, departing at time $t_{S}$. The algorithm, first computes the value $x=t_{d}\left(c^{\prime}\right)+w\left(d_{c^{\prime}}, s_{A}\right)(\bmod 1440)$ which represents the arrival time of connection $c^{\prime}$. Then, for each switch $\operatorname{arc}\left(s_{A}, d_{c}\right)$ (i.e. for each elementary connection $c$ such that $S_{d}(c)=A$ ), it compares $x$ with $t_{d}(c)$ and enables the $\operatorname{arc}\left(s_{A}, d_{c}\right)$ if $D_{S}\left[S_{a}(c)\right]=$ false and

$$
\Delta\left(x, t_{d}(c)\right)=t_{d}(c)-x(\bmod 1440) \geq \begin{cases}0 & \text { if } Z(c)=Z\left(c^{\prime}\right)  \tag{1}\\ \operatorname{transfer}(A) & \text { otherwise }\end{cases}
$$

The $\operatorname{arc}\left(s_{A}, d_{c}\right)$ is enabled by setting $w\left(s_{A}, d_{c}\right)$ to $\Delta\left(x, t_{d}(c)\right)$.
The switch $\operatorname{arcs}\left(s_{A}, d_{c}\right)$ are scanned according to their ordering in the forward star representation (that is according to the arrival time $t_{a}(c)$ ), starting from the first arc such that $t_{d}(c) \geq x$. If $\left(s_{A}, d_{c}\right)$ is the first arc to be enabled w.r.t. some station $S^{\prime}=S_{a}(c)$ (i.e. the one with the smallest arrival time), then the value of $D_{A}\left[S^{\prime}\right]$ is set to true when the first $\operatorname{arc}\left(s_{A}, d_{c^{\prime}}\right)$ such that $S_{a}\left(c^{\prime}\right)=S^{\prime}$ and $\Delta\left(t_{a}(c), t_{a}\left(c^{\prime}\right)\right)(\bmod 1440)>\operatorname{transfer}\left(S^{\prime}\right)$ is scanned. The time instants $t_{a}(c)$ and $t_{a}\left(c^{\prime}\right)$ can be computed by using the value of $x, t_{d}(c)$ and $t_{d}\left(c^{\prime}\right)$ and the arc weights. The scanning of switch arcs of a station $A$ is stopped when the vector $D_{A}$ has only true elements and the Dijkstra's search is then pruned.

Therefore, if two switch arcs $\left(s_{A}, d_{c_{1}}\right)$ and $\left(s_{A}, d_{c_{2}}\right)$ (corresponding to two elementary connections $c_{1}$ and $c_{2}$ ) lead to the same station $B$, fulfill Inequality 1 , and have two arrival times that differ for a value greater than $\operatorname{transfer}(B)$, then only the one with smallest arrival time is enabled. In other words, if $x \leq \min \left\{t_{d}\left(c_{1}\right), t_{d}\left(c_{2}\right)\right\}$ and $t_{a}\left(c_{1}\right)<t_{a}\left(c_{2}\right)+\operatorname{transfer}(B)(\bmod 1440)$, then
$w\left(s_{A}, d_{c_{1}}\right)=t_{d}\left(c_{1}\right)-x$ and $w\left(s_{A}, d_{c_{2}}\right)=\infty$ ties are broken arbitrarily. If we assume that $t_{a}\left(c_{2}\right)$ is the smallest arrival time that fulfills the above condition, then the value of $D_{A}[B]$ is set to true when $\operatorname{arc}\left(s_{A}, d_{c_{2}}\right)$ is scanned.

Note that, the above behavior is performed also for the switch node $s_{S}$ of the departure station $S$, given the initialization values of the queue. The Dijkstra's search is stopped as soon as the switch node $s_{T}$ associated to the arrival station $T$ is extracted from the queue and the arrival time $t_{T}$ is given by $\operatorname{dist}\left(s_{S}, s_{T}\right)$.

Theorem 1. The modified Dijkstra's algorithm solves EAP in $O(|\mathcal{C}| \log |\mathcal{C}|)$ time.
Proof. By the construction of the graph, the path found by the above algorithm is an itinerary in $\mathcal{T}$ starting from $S$ at time $t \geq t_{S}$ and arriving at $T$ at time $t_{T}$.

We now prove that such an itinerary has minimum length. The proof mimics the correctness proof of the Dijkstra's algorithm. In particular we prove that, when a switch node $s_{A}$ is extracted from the Dijkstra's queue, the value of $\operatorname{dist}\left(s_{S}, s_{A}\right)$ is minimum, this induces a minimum-length itinerary from $S$ to $A$.

Let us assume by contradiction that $A$ is the station such that $s_{A}$ is the first node which is extracted from the queue whose value of $\operatorname{dist}\left(s_{S}, s_{A}\right)$ is not minimum. When $s_{A}$ has been inserted or decreased from the queue for the last time, it was due to the relaxation of a connection arc $\left(t_{d}\left(c^{\prime}\right), s_{A}\right)$ and a switch $\operatorname{arc}\left(s_{B}, t_{d}\left(c^{\prime}\right)\right)$, for some station $B$ and connection $c^{\prime}$. The switch $\operatorname{arc}\left(s_{B}, t_{d}\left(c^{\prime}\right)\right)$ is enabled only if the connection $c^{\prime}$ is the one that leads from station $B$ to station $A$ with minimum arrival time and that satisfy Inequality 1 . Moreover, as $s_{A}$ has been decreased for the last time due to the relaxation of $\left(t_{d}\left(c^{\prime}\right), s_{A}\right)$, then all the other connection arcs leading to $s_{A}$ correspond to longest paths. Therefore, it must be the case that when the switch node $s_{B}$ of station $B$ is extracted from the queue, $\operatorname{dist}\left(s_{S}, s_{B}\right)$ is not minimum, a contradiction to the fact that $s_{A}$ was the first extracted node with non-minimum distance.

The computational complexity is that of the Dijkstra's algorithm in a graph with $n=|\mathcal{B}|+|\mathcal{C}|$ nodes and $m \leq 3|\mathcal{C}|$ arcs. However, the enabling step slightly increases the computational complexity. In fact, it must be done for each outgoing arc of an extracted node $s_{A}$, like the relaxation in the classical Dijkstra's algorithm, and it requires to look for an element of array $D_{A}$. Therefore, the relaxation of an arc requires $O\left(\log \left|D_{A}\right|\right)$ time, differently from Dijkstra which requires constant time. As $D_{A}$ has at most $|\mathcal{B}|$ elements, this requires at most $O(\log |\mathcal{B}|)$ time for each arc in the graph. Overall, the overhead is $O(m \log |\mathcal{B}|)$ and the time complexity is $O(n \log n+m \log |\mathcal{B}|)=O(|\mathcal{C}| \log |\mathcal{C}|)$, as $|\mathcal{B}| \leq|\mathcal{C}|$.

An MNTP query $\left(S, T, t_{S}\right)$ can be solved similarly to an EAP one. The only differences are: (i) We do not use vector $D$ and then all the switch arcs that satisfy transfer time constraints (Inequality 1) are enabled and (ii) when a switch node $s_{A}$ is extracted from the queue with associated connection $c^{\prime}$, the weight of each switch $\operatorname{arc}\left(s_{A}, d_{c}\right)$ is set to 0 , if $Z(c)=Z\left(c^{\prime}\right)$, and to 1 otherwise.

Handling delays. Let us assume that we are given a timetable $\mathcal{T}$ represented as above and a delay occurs on a connection $c$. The delay is modelled as an increase of $d$ minutes on the arrival time, that is, the new arrival time is $t_{a}^{\prime}(c)=$
$t_{a}(c)+d(\bmod 1440)$. The timetable is then updated according to some specific policy which depends on the network infrastructure. The obtained timetable is called disposition timetable $\mathcal{T}^{\prime}$ and it differs from $\mathcal{T}$ for the arrival and departure times of the trains that depend on $Z(c)$ in $\mathcal{T}$ (see e.g. [4, 5, 7, 12, 14, 18] for examples of policies used to update a timetable).

In our model, it is enough to update the time associated to the departure node $d_{c^{\prime}}$, the weight of the connection arc $\left(d_{c^{\prime}}, S_{a}\left(c^{\prime}\right)\right)$, and the weight of the train $\operatorname{arc}\left(d_{c^{\prime}}, d_{c^{\prime \prime}}\right)$, for each connection $c^{\prime}$ that changed from $\mathcal{T}$ to $\mathcal{T}^{\prime}$. This can be done in linear time by performing a graph search on $G$ starting from the departure node $d_{c}$ associated with $c$. In the case that $G$ is used to answer to EAP queries some further computation is needed as the array representing the arcs must be sorted according to the new values of the arrival times. This can be done in $O(|\mathcal{C}| \log |\mathcal{C}|)$ time as, if $m_{i}$ denotes the number of nodes outgoing from each switch node $s_{i}$, then $\sum_{i \in \mathcal{B}} m_{i} \leq m$ and hence the overall time is given by $O\left(\sum_{i \in \mathcal{B}} m_{i} \log \left(m_{i}\right)\right)=O\left(\log m \sum_{i \in \mathcal{B}} m_{i}\right)=O(m \log m)=O(|\mathcal{C}| \log |\mathcal{C}|)$. Hence, the overall time needed to update the timetable is $O(|\mathcal{C}|)$ in the case that the model is exploited to answer to MNTP queries, and $O(|\mathcal{C}| \log |\mathcal{C}|)$ in the case that it is exploited for EAP queries. We remark that this is an upper bound which is far from be realistic as the stations that change some time references are much less than $|\mathcal{B}|$, especially thanks to robust design of timetables $[4,5,7,12,14,18]$.

In the experimental section, we assume that the policy adopted is that no train waits for a delayed one. Therefore, the only time references which are updated are those regarding the departure times of $Z(c)$. Moreover, we assume that the policy does not take into account any possible slack times and hence the time references are updated by adding $d(\bmod 1440)$.

Comparison with the time-expanded models. In this section, we compare dynTM against the realistic and the reduced time-expanded models, showing that the dynTM outperforms both the other models from two points of view.

First, in case of delays, the time-expanded models require, after a reordering of the arrival, departure, and transit nodes, also an update (insertion/deletion) of arcs of the graph (see e.g. [8]). This behavior could imply a large computational time which depends on the way the graph is stored. On the contrary, dynTM is able to keep updated its data structure in case of delays in almost linear time and without any change in the graph topology. In fact, a delay in the timetable induces few arc weight changes and the update of the time associated to the corresponding departure nodes. Note that, this last operation can require, in some cases, a reordering step in the departure nodes of the stations involved by the change with respect to new arrival times.

Second, although dynTM and the two time-expanded models asymptotically require the same space complexity, the graph in the new model has a smaller number of nodes and arcs. In fact, the realistic time-expanded model requires $3|\mathcal{C}|$ nodes and at least $4|\mathcal{C}|$ arcs, the reduced time-expanded model requires $2|\mathcal{C}|$ nodes and at least $3|\mathcal{C}|$ arcs, while dynTM requires $|\mathcal{B}|+|\mathcal{C}|$ nodes and at most $3|\mathcal{C}|$ arcs (we recall that $|\mathcal{C}| \geq|\mathcal{B}|$ ). On the other hand, Dijkstra's algorithm executed in dynTM must perform the additional step of enabling arcs and computing the

| type | $\mathcal{T}$ | \| $\mathcal{L}$ | $\|\mathcal{C}\|$ | TE (orig) |  | TE (red) |  | DynTM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\|\mathcal{B}\|$ |  | \|V| | E\| | \|V| | E\| | \|V| | E |
| Train | i0i | 6 | 443 | 1329 | 1931 | 886 | 1488 | 449 | 1045 |
|  | a0i | 18 | 573 | 1719 | 2477 | 1146 | 1904 | 591 | 1335 |
|  | f0i | 24 | 729 | 2187 | 2978 | 1458 | 2249 | 753 | 1536 |
|  | b0i | 27 | 3349 | 10047 | 15242 | 6698 | 11892 | 3376 | 8548 |
|  | efz | 2931 | 41613 | 124839 | 201523 | 83226 | 159290 | 44544 | 119114 |
|  | d0i | 6602 | 428982 | 1286946 | 2097169 | 857964 | 1668171 | 435584 | 1239329 |
| Bus | wez | 54 | 861 | 2583 | 4221 | 1722 | 3368 | 915 | 2556 |
|  | meg | 369 | 3295 | 9885 | 16088 | 6590 | 12762 | 3664 | 9732 |
|  | vib | 177 | 5983 | 17949 | 29546 | 11966 | 23586 | 6160 | 17633 |
|  | bts | 726 | 12689 | 38067 | 62425 | 25378 | 49862 | 13415 | 37707 |
|  | ks | 1879 | 44744 | 134232 | 220074 | 89488 | 175536 | 46623 | 131655 |
|  | bvb | 2874 | 292542 | 877626 | 1446935 | 585084 | 1154792 | 295416 | 865559 |

Table 1: Tested timetables and sizes of the corresponding graphs; orig = original, red $=$ reduced.
weights of the switch arcs. However, we will experimentally show that this time overhead is small with respect to the improvement in performance due to the reduced graph size.

## 5 Experimental analysis

In this section we report the results of our experimental study. Our experiments have been performed on a workstation equipped with an Intel Quad-core i52500 K 3.30 GHz CPU and 8 GB of main memory, and our implementations were done in C++ (gcc compiler v4.6.3 with optimization level O4).
Input data and parameters. As input data to our experiments we used six train timetables and six bus timetables from a large data set provided by HaCon [13] for scientific use. We built, for each timetable, a realistic time-expanded, a reduced time-expanded, and a dynamic timetable graph. For representing the graphs, we used a packed memory graph [15] for the time-expanded graphs, and a forward-star representation for the dynamic timetable graph. We used a binary heap when a priority queue was needed.

In Table 1 detailed information about the timetables and the corresponding graphs are reported. In particular, we report, for each timetable, the number of stations and the number of elementary connections between stations, the number of nodes and arcs of the corresponding graph for each model. Table 1 confirms the analysis reported in Sections 3 and 4, regarding the sizes of the models. In fact, for each timetable $\mathcal{T}=(\mathcal{Z}, \mathcal{B}, \mathcal{C})$, we notice that the number of nodes is exactly $3|\mathcal{C}|, 2|\mathcal{C}|$, and $|\mathcal{B}|+|\mathcal{C}|$ while the number of arcs is always smaller than $5|\mathcal{C}|, 4|\mathcal{C}|$, and $3|\mathcal{C}|$ for the realistic, the reduced time-expanded, and dynTM models, respectively.

Timetable queries. In order to test the performance of the three models, we carried out, for each timetable, EAP queries and evaluated the time required for answering them. For each timetable, we generated 1,000 EAP queries between pairs of stations, randomly chosen with uniform probability distribution,
and measured the time for executing, on each type of graph, the corresponding modified Dijkstra's algorithm.

The results of our experiments are summarized in Table 2a. Since in [17] it has been shown that the reduced model is always better than the realistic model, in this table we report only the results on the reduced time-expanded model and dynTM. In particular, in this table we report the average computational time per query for train and bus instances, respectively. We omit results concerning MNTP queries as they lead to similar analysis.

Our experiments clearly show that dynTM outperforms the reduced timeexpanded model w.r.t. the query time. This implies that the time overhead induced by the additional steps performed by the modified Dijkstra's algorithm in the new model is small w.r.t. the improvement in performance due to the reduced graph size. Note that in [17] the authors show that queries on timedependent graphs are faster than those on time-expanded graphs by a small constant factor in the realistic setting. Therefore, the query time of our model is comparable to that of the time-dependent model.

Timetable updates. As described in Section 4, our new model is able to efficiently handle dynamic updates to the timetable. Hence, in order to evaluate the performance of the updating algorithm, we performed a set of experiments as follows: for each timetable, we randomly selected 1,000 elementary connections and, for each elementary connection, we randomly generated a delay affecting the corresponding train or bus, chosen with uniform probability distribution between 1 and 360 minutes. For each change in the timetable, we ran the algorithm for updating the dynamic timetable graph and measured the average computational time and the number of arcs affected by the change, that is the number of arcs associated to the same train or bus which has experienced the delay. For the reduced time-expanded model we used the engineered, simplified and optimized version of the update algorithm in [8], presented in Section 3.

The experimental results are shown in Table 2b. Also in this case dynTM outperforms the reduced time-expanded model w.r.t. the update time. The results confirm that the upper bound given in Section 4 for the computational time of the updating algorithm is really far from being realistic, thus making dynTM suitable to be used in practice. In fact, even in the biggest network (d0i), the updating algorithm requires $5.7 \mu \mathrm{~s}$. Moreover, only few arc weights need to be changed in the original graph to keep the EAP queries correct, on average 8.8 in train timetables and 14.2 in bus timetables. This is due to the fact that the number of stations where something changes, as a consequence of a delay, is small with respect to the size of the whole set $|\mathcal{B}|$.
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## Appendix

## A The realistic time-expanded model and delay handling

In Table 3 we show a part of a timetable with 7 elementary connections, involving three stations and five trains. We report, for each elementary connection, departure and arrival stations and times, respectively. We also report the transfer time associated with the arrival station of each train. We omit part of the timetable for the sake of simplicity.

| Dep. Station | Arr. Station | Dep. Time | Arr. Time | TrainID | Transfer Time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ | $B$ | $00: 00$ | $00: 20$ | $\alpha$ | 3 |
| $A$ | $B$ | $00: 00$ | $00: 45$ | $\beta$ | 3 |
| $B$ | $C$ | $00: 22$ | $00: 57$ | $\alpha$ | 5 |
| $C$ | $\cdot$ | $00: 58$ | $01: 10$ | $\alpha$ | $\cdot$ |
| $C$ | $\cdot$ | $01: 28$ | $01: 43$ | $\gamma$ | $\cdot$ |
| $B$ | $\cdot$ | $00: 47$ | $00: 59$ | $\theta$ | $\cdot$ |
| $B$ | $\cdot$ | $00: 55$ | $01: 10$ | $\phi$ | $\cdot$ |

Table 3: An example of train timetable.

The time-expanded model explicitly represents each event occurring at a station. Each event represents the departure or the arrival of a station. In order to incorporate transfer times, transfer nodes are introduced as well. In Figure 1 the time-expanded graph modeling the timetable of Table 3 is given. As a result, 4 types of arcs exist in the realistic model: connection, transfer-departure, arrivaldeparture, and arrival-transfer arcs.

- The connection arcs are inserted between departure and arrival events and correspond to a real connection between the stations. The weight of these arcs is the real travel time of this connection.
- For each departure event, a transfer event is inserted to the graph. The according transfer-departure arcs have a weight of 0 .
- As long as a train does not end at the specific station, an arrival-departure arc is inserted between the arrival of this train in this station and its departure. Due to the fact that passengers may stay in the train, this departure event is the only one that can be reached without entering the station.
- In order to change trains at a station the train has to be left. Thus, from each arrival node an arrival-transfer arc to the next reachable transfer node (i.e., to a node corresponding to the first departure that a passenger can reach) is inserted.

We now show how the time-expanded graph has to be updated when a train is delayed by presenting the approach in [8]. When a train is delayed, it is not sufficient to simply increase the travel time of the delayed train in the timeexpanded model. Instead, we have to update arcs within stations as well. As a consequence, the update routine consists of three steps.


Fig. 1: The realistic time-expanded graph modelling the timetable of Table 3: at each station three types of nodes exist. The train represented by the connections $\alpha$ and $\gamma$ stays for 2 minutes in station $B$. The transfer time $T_{B}$ at station $B$ is set to 3 minutes.

Step 1 (Increase Connection Weight). We identify the delayed connection and increase the weight of only this particular connection arc. Any other connection arc stays untouched.
Step 2 (Update Station Arcs). For all subsequent stations the delayed train stops we have to update both transfer-departure and arrival-transfer arcs. For the former we simply increase its weight from 0 to the delay $\Delta$, while for the latter we decrease each arrival-transfer arc by $\Delta$.
Step 3 (Validate Station Arcs). Our final step checks for every altered arrivaltransfer arc, whether these arcs are still valid, i.e., the arc weight is still bigger than the transfer time for this station. In case an arc is valid, we are done for this arc, but in case not, we have to re-wire the arc. The target node has to be changed to the next reachable transfer node, i.e., the first node resulting in a valid arrival-transfer arc.

Figure 2 gives an example for the result of this update routine in case of a delay $\Delta=8$ minutes.

Figures 3 and 4 illustrate the execution of the simplified and optimized update algorithm (presented in Section 3) on the reduced time-expanded graph when a delay of 20 minutes occurs.


Fig. 2: Modeling delays in the time-expanded model. The graph shows the same example from Fig. 1 but train $\alpha$ is delayed by 8 minutes. The equivalent arc is increased by 8 minutes and the according arrival-transfer and transfer-departure arcs are altered at all following stations. For station B, we have to remove the original arrival-transfer arc and add a new one, while for station C, it is sufficient to decrease the arc weight to 23 .


Fig. 3: Arrival nodes are drawn in blue while departure nodes, ordered by departure time, are drawn in yellow. Two stations are projected. The departure and arrival nodes of a station are enclosed within an oval outline. The minimum transfer time is 5mins.

## B The dynamic timetable model and delay handling

In Figure 5, the dynamic timetable graph modeling the timetable of Table 3 is shown. Figure 6 shows how dynTM handles a delay in the timetable as described in Section 4.


Fig. 4: The arcs, departure and arrival nodes of the delayed train, which need to be updated, are drawn in red. The delay is 20 mins.


Fig. 5: The dynamic timetable graph modelling the timetable of Table 3: switch nodes are drawn in blue while departure nodes, ordered by arrival time, are drawn in yellow. Inside each departure node the departure time of the corresponding elementary connection is drawn. Connection arcs are drawn in black, while switch arcs are drawn in blue.


Fig. 6: Handling delays in a dynamic timetable graph: a delay of 18 minutes of train $\alpha$ in the timetable of Table 3 induces two arc weight changes and the update of the time associated to the corresponding departure nodes (red nodes).
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