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1 Overview

The purpose of this review is to cite the current state-of-the art approaches in the problem
of traffic congestion prediction. Certain interesting approaches are summarized in the
following sections.

In general, the traffic congestion prediction techniques have to handle the following
problems:

• Data Acquisition: acquiring the data in a particular form, usually either from speed
probes or loop detectors.

• Data Manipulation: creating certain metrics, usually traffic flow/volume, occu-
pancy or even mean speed or travel time per link.

• Congestion Modeling: using the aforementioned metrics to define the jam and non-
jam states of a road, done in a heuristic manner.

• Congestion Prediction: predicting jams in a short-term future, generally accom-
plished using classification algorithms, although regression and heuristics are also
present in current literature.

Apart from reviewing some interesting approaches in section 2, the pros and cons of
each of them are explored and their applicability to a speed-probe dataset is discussed.
In addition, any approaches in traffic congestion prediction that clearly deviate from
the purpose of this review are mentioned in section 3. Finally, section 4 concludes this
review.
∗Limited circulation. May be useful for deliverables and/or publications.
†Centre for Research & Technology Hellas, Information Technologies Institute (CERTH/ITI), 6th Km.
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2 Traffic Congestion Prediction Approaches

2.1 On Feature Selection for Traffic Congestion Prediction

2.1.1 Description

S. Yang in [1] formulates traffic congestion prediction as a binary classification problem
(jam - no jam). The data is drawn from 4000 loop detectors. Each sensor/detector
provides with the traffic volume, i.e. the number of vehicles passing through the detector
per time unit.

The first step of the analysis is data preprocessing so that traffic congestion is mod-
eled. Assuming vjt is the traffic volume of sensor j at time t, the presence or not of jam
in the respective road is determined using the following equation:

RoadStatejt =

{
Jam if vjt > ThreHigh

NonJam if vjt < RatioNotJam · ThreHigh (1)

where:
ThreHigh = RatioHigh ·max{vjt } (2)

so that the ratio variables (RatioHigh, RatioNotJam) are adjusted to create appropri-
ately skewed, yet realistic datasets.

Upon creating the two sets (T and T̄ ), the author discusses the dimensionality prob-
lem. Since using the data from all sensors to predict the class of jam j is not possible
in terms of dimensionality, the author applies a p-test to identify which features actually
affect the jam state of j. For any sensor i, the p-test score with respect to j is defined
as:

Sij =
|µij − µ̄ij |
σij + σ̄ij

(3)

where µij and σij denote the mean and standard deviation of jam training samples, and
µ̄ij and σ̄ij denote the mean and standard deviation of non-jam training samples.

Thus, for each sensor, the most important features (i.e. the ones with the highest
score) are used as the input of the binary classifier. The classification for each sensor
is performed assuming Gaussian distributions over the two datasets, so that the final
probability for time t is given by the following equation:

Sjt,τ =
I∏
i=1

Pr{vit−τ ∈ Gaussian{µij , σij}}
Pr{vit−τ ∈ Gaussian{µ̄ij , σ̄ij}}

(4)

where the volume values for time t − τ are of course known and I is the total number
of sensors. Finally, the author uses mean precision to evaluate the results and performs
analysis to determine the optimal number of features required.
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2.1.2 Review - Ideas

This subsection summarizes certain thoughts about the paper:

• Congestion modeling is based on heuristics that can be adjusted for the dataset at
hand. It is rather simplistic, yet solid.

• Gaussian models are generally strong for low number of features, however they are
less effective when the features are more. Thus, applying the algorithm to a scenario
with speed probes would be both ineffective (in terms of results) and inefficient (in
terms of performance).

• The p-test is effective for the scenario studied in this paper. However, performing a
PCA over different dimensions of the data (i.e. means, standard deviations) should
result in better feature selection.

2.1.3 Applicability to a Speed-Probe Dataset

The modeling part cannot be applied since there is no way of approximating traffic
volume using speed probes. The p-test and the Gaussian Model classifier, however, may
be applied with few adjustments to their input.

2.2 Congestion Prediction on Motorways: A Comparative Analysis

2.2.1 Description

Upon prior research [2], G. Huisken and M. V. Maarseveen in [3] collect data using 35
induction loops on the motorway A10 of Amsterdam. The detectors are “on” when a
vehicle passes by them and they are “off” when no vehicle passes. The number of vehicles
passing the detector per time unit (volume) as well as the percentage that the detector
is “on” (occupancy) are known. In addition, the average and standard deviation of speed
in a road segment is calculated using the respective series of loop detectors. Finally, the
authors claim having an oracle indicating the presence of congestion.

The volume, mean speed, occupancy and standard deviation of speed can be given
as features to any classifier, whereas the output class comprises of the binary congestion
indicators for the ring road, which were totally 6. The authors test different classifiers,
including multi-linear regression, an ARMA model, a heuristic Fuzzy Logic classifier, and
three neural network implementations.

2.2.2 Review - Ideas

This subsection summarizes certain thoughts about the paper:

• The number of features is clearly not indicative of an urban scenario. Although
the method may be effective for ring roads, using it in a large road network is
prohibitive.
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• The analysis performed in this paper is actually univariate. Transforming it to
multivariate by using information from a large number of detectors would overload
the method, especially since the feature space has 4 dimensions (volume, mean
speed, occupancy and standard deviation of speed). An local or global analysis
could be used to isolate useful features.

• The 6-class label since rather interesting. E.g. if a road has 3 points, A, B, C, it
could be considered congested if 2 out of them indicate congestion. This might be
useful.

2.2.3 Applicability to a Speed-Probe Dataset

A speed probe dataset generally offers only mean and standard deviation of speed. Al-
though applying the methods might be feasible by using only these two features, there
are some problems. At first, the absence of an oracle, indicating the need for modeling.
In addition, the methods described in this paper are not noise tolerance. Finally, certain
scalability issues may arise if multivariate analysis is required.

2.3 Prediction of Congested Traffic on the Critical Density Point Using
Machine Learning and Decentralised Collaborating Sensors

W. Labeeuw et al. in [4] perform quite interesting analysis, despite their dataset being
generated. The generated dataset consists of speeds in different points of a ring road,
(supposedly) taken using cameras.

The authors initially address the problem as a regression problem, attempting to
predict future velocity values using Bayesian regression over Gaussian processes. Due to
performance issues, the problem is reduced to binary classification. Assuming urt is the
velocity for a road segment r at time t, three different cases are determined for the road
state using the following equation:

RoadStatert =


Slowdown if urt < 7m/s
Congested if 7m/s < urt ≤ 14m/s
Normal if urt ≥ 14m/s

(5)

The authors use velocity data from every sensor and its local sensors to form the
features. Two classifiers are tested for each sensor: an SVM and a C4.5 tree classifier.
The results indicate that the C4.5 classifier is quite faster while it has better precision
concerning the Congested and Slowdown sets. Finally, the paper hints applying the
algorithms in a distributed multi-agent manner.

2.3.1 Review - Ideas

This subsection summarizes certain thoughts about the paper:
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• The paper indicates that classification is actually a viable option when considering
jams. However, the dataset is small and the algorithms do not seem to scale. The
features considered are few.

• Since the dataset is generated for a ring road, the approach is rather problem-
specific. Noise and sparse data are not taken into account.

2.3.2 Applicability to a Speed-Probe Dataset

The approach of this paper models the problem using speed values, thus the methods
are generally applicable when it comes to a speed-probe dataset. However, the methods
may not be noise tolerant enough for a real dataset. In addition, the analysis performed
lacks of a generative classifier (e.g. Gaussian Bayes or Gaussian Mixtures Model) that
could perform better in cases of few features.

2.4 IEEE ICDM 2010 Contest: TomTom Traffic Prediction for Intelli-
gent GPS Navigation

The 2nd task of the contest, described in [5], refers to jams. The data used is generated.
The dataset consisted of road segments such as:

32049370_32049364 32597785_32599710 251856122_224814449 ...

where the numbers are node ids and a road is defined between two nodes as Node1 Node2.
In the training set, the first 5 road segments reflect roads that are closed due e.g. to
roadwork, while the others are road segments that where jammed during a 20-minute
interval.

The goal was to create an algorithm that could identify the jams in the next 40-
minute interval (of course given for the training set). The output road sequence should
be ordered according to jam appearance (from earlier to later). The evaluation metric
used was such that earlier appearing jams were more important. Finally, note that
the length of the output road sequence (number of jams) was unknown and had to be
predicted. The winner and the first runner-up of the competition are analyzed in the
following subsections.

2.4.1 kNN solution by L. Romaszko

The winning algorithm of the contest by L. Romaszko was a modified version of the k-
Nearest Neighbors (kNN) algorithm. The algorithm compares sequences of the training
set with the respective ones in the test set. A set named Similarity is created so that
each value of the set (Similarity(D)) denotes how similar is the respective training
sequence (D) to every testing sequence. In other words, assuming the most similar
training sequences to a specific testing sequence, the streets jammed in training sequences
are probably jammed also for the testing sequence. The algorithm also outputs jam
probability for each road, considering its position in the training sequences.
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The second part of the algorithm concerns the LengthSimilarity set, which is used
for approximating the length of each testing sequence. The average length of the k
nearest training sequence is used to determine the length of the testing sequence.

Finally, an optimization is performed evaluating the results of the training set. A
weight was adjusted for each street when its position in the sequence was not correct.
In addition, using the fact that jams spread along neighboring streets, the minimum
distance to any other street is used as a criterion.

2.4.2 Ensemble-Based Method for Task 2: Predicting Traffic Jam

J. He et al. [6] created an ensemble-based method which finished second in the 2nd task
of the contest. The method combines the scores of different base predictors. Two types of
predictors were created: the geographic propagation predictors and the nearest neighbor
predictors.

The geographic propagation predictors track the flow of a jam based on the connec-
tivity of the road segments. The predictor is based on the adjacency matrix of the road
network C and a vector v0 containing 1 only for the roads that are jammed at the first
20-minute interval. Multiplying v0 with C gives a new vector denoting possible jam flow
for future intervals.

The nearest neighbor predictors are based on comparing the training sequences with
the testing sequence at hand. The authors describe 5 different predictors based on 5
different metrics. Each predictor assigns every jammed road with a score, which denotes
its ranking. The aforementioned ranking is given using the distance of the kNN classifier
as well as several heuristic parameters.

The scores of all predictors are combined in a linear fashion to form the final sequences.
Concerning the length of each testing sequence, the authors use a simple average over the
respective nearest training sequences. Finally, the different parameters of the method
are adjusted using 10-fold cross validation over the training set.

2.4.3 Review - Ideas

This subsection summarizes certain thoughts about the two approaches:

• Both solutions are specifically adjusted to the task of the competition, thus their
applicability in different scenarios is rather impossible.

• Nearest neighbor approaches seem powerful enough, however they are relatively
slow when it comes to real-time applications since the training data has to be
saved in place of a model that is not constructed.

• Using geospatial information for detecting the flow of traffic jams may prove as a
quite useful idea.
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2.4.4 Applicability to a Speed-Probe Dataset

The methods of this section cannot be applied to the speed-probe dataset since the
problem is quite different. Obviously, performing a classification using kNN is feasi-
ble, however fully exploiting a speed-probe dataset includes also using various metrics
(e.g. mean, variance). Furthermore, in terms of modeling jams, the contest’s dataset is
very specific, using external information about jammed roads and roads that are under
construction for each scenario.

2.5 Summary

The different approaches are summarized in the following table:

Table 1: Approaches on Traffic Jam Congestion
Approach Year Descriptor Predictor Applicability
Yang [1] 2013 Loop detectors, traffic

volume, formed binary
classification problem

Gaussian models With appropriate
modifications

Huisken [2, 3] 2000 Loop detectors, vol-
ume - occupancy
- speed, classification

ARMA, Neural
Networks, Fuzzy
Logic

Scalability issues

Labeeuw [4] 2009 Speed - simulated on
ring road

SVMs, C4.5 Noise tolerance
and scalability is-
sues

ICDM [5, 6] 2010 Jam descriptor - simu-
lated

kNN, spatial Highly different
descriptor

3 Other approaches

This section summarizes some approaches that are certainly interesting, yet quite diver-
gent with respect to the scope of this review. Obviously, these approaches may also give
rise to new ideas. However, the main topic of these papers is usually not congestion pre-
diction but the construction of a system to effectively distribute congestion information
and facilitate traffic.

As one might observe, several researchers prefer using heuristics to define congestion
and different Data Mining algorithms to predict it. A slightly different approach is the
one proposed by the line of work by G. Marfia et al. [7, 8, 9, 10]. The authors suggest
a distributed Advanced Traveler Information System (ATIS), where cars send in their
travel times upon traversing each road. Two heuristic thresholds are defined per road
segment, one for having high congestion and one for leaving congestion, both based on
the number of cars that traverse the segment in more than a travel time threshold. Since
the main scope of that line of work is distributed ATIS integration, the procedure of
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receiving and using probe data is explained in detail. However, the prediction approach
is based only on univariate (with respect to each road segment) heuristics.

Other approaches include car-to-car transmissions, such as the one by Y. Ando,
O. Masutani et al. [11, 12, 13]. The authors formulate congestion using a pheromone
model, assuming cars are insects that generate pheromone. The amount of pheromone
generated is proportional to the traffic, thus a decentralized system is updated based on
the location of the cars and the amount of pheromone they emit. Although interesting,
these approaches are mainly directed towards the area of Multi-Agent Systems, thus
deviate from the scope of this review.

4 Conclusion

Most approaches presented in this review handle the scenario as a classification problem.
Indeed, congestion is generally defined using certain heuristics, if not given by an oracle.
The problem, thus, is formed and known classifiers are used to confront it. Concerning
scalability, one might observe that it is not generally taken into careful consideration
since loop detector datasets tend to be quite smaller than speed-probe ones.

Furthermore, certain techniques omit scalable solutions since they are mainly based
on univariate analysis, which is by definition much more easily scalable than multivariate.
A remark may also be made about decentralized approaches. The latter indeed are quite
interesting, yet the lack of real and dense data tends to threaten their applicability.

Finally, the approaches discussed in this review are quite specific to the respective
scenarios, thus cannot be easily generalized to other scenarios. Comparisons with speed-
probe datasets are feasible only if the algorithms are stripped of some of their main
elements, so that the remaining parts contain only classifiers. However, the ideas drawn
from these approaches shall prove quite helpful for further research on the problem of
traffic prediction congestion.
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